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a b s t r a c t

Large-eddy simulation (LES) with dynamic modelling is used to investigate three-dimensional turbulent
flow in wavy channels. An immersed numerical boundary technique on staggered Cartesian mesh grid
simulates the complex geometry. Heat transfer is also placed into focus, while the numerical formulation
is based on a low-Mach number weakly compressible formulation. For a given wavy channel geometry
and considering several wavy periods, influence of Re Reynolds numbers ranging from 750 to 4500 allows
an observer to clearly depict steady, unsteady and turbulent flow development. Identification of coherent
structures sheds light on unstable vortex growth mechanisms, which favour the development of lateral
fluctuation activity. The Fanning and Colburn coefficients are likewise presented and highly satisfactory
agreement with available experimental data validates the numerical model employed. Finally, the effect
of the e spacing ratio is analyzed, and the results clearly show that small e levels inhibit unstable mech-
anisms. At the same time, turbulent kinetic energy balance showcases the fact that the smaller e, the
more homogeneously turbulence behaves. Global heat and mass transfer underlines the direct role of e
in the control of overall heat transfer efficiency.

� 2008 Elsevier Inc. All rights reserved.
1. Introduction

Enhancement of heat and mass transfer is a major concern that
is intimately linked to design optimization in heat-exchangers. As
regards heat transfer, one way to increase it is provided by ex-
tended surfaces or fins in a variety of geometries such as offset-
strip fins, louvered fins and corrugated or wavy fins among other.
Even though efficiency in heat transfer is not at its highest in
comparison with other geometries of similar cross-section, wavy
channels are found to be attractive because they provide reduced
pressure drop enabling them to offer superior thermal-hydraulic
performance. In addition, as underlined by Manglik et al. (2005)
their simplicity of manufacture renders such geometries attractive,
and it surely explains recent interest in their flow field character-
ization. The geometrical characteristics of wavy channels consist
in their sinusoidal shape described by A amplitude, L wavelength
or pitch of waviness, H fin height and S fin spacing. Experimenters
generally introduce the three dimensionless parameters represent-
ing the geometry: channel spacing ratio (e = S/2A), flow cross-
section (a = S/H) and waviness aspect ratio (c = 2A/L). Up until
now, most of their studies on heat and mass transfer in wavy-
plate-fins have focused on the effects of the geometry by modifying
e, a and c as well as the flow rate on overall heat and mass transfer.
For instance, Zhang et al. (2004) have investigated laminar forced
convection in two-dimensional sinusoidal channels for wall-
ll rights reserved.
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corrugation severity (0.125 6 c 6 0.5) and fin spacing (0.1 6
e 6 3.0) with Reynolds numbers generally lower than Re = 1000.
The sensitive influence of the flow geometry on local velocity
and temperature distribution was clearly demonstrated, as was
the nature of wavy surface-induced lateral vortex structure, in
the framework of evaluation of enhanced thermal-hydraulic per-
formance. Under the chosen range of Reynolds numbers, wall-cur-
vature induces fluid separation downstream from the wavy surface
peak that provides a recirculation cell in the wall-valley regions.
The latter was found to grow in magnitude, and spatial flow con-
verges with increasing Re and/or c. In addition, inter-plate separa-
tion has likewise been found to be a critical parameter as well;
viscous forces dominate with small separation while for large in-
ter-plate separation, it gives rise to a vortex flow structure in the
valley region. Several investigations have numerically addressed
the issue of forced convective heat and mass transfer in wavy chan-
nels but only a few have provided comparisons of experimental
and numerical data. Taking into account the sizes of the wavy
channel in compact heat-exchangers, experiments have generally
been focused on the overall heat and pressure drop; recently,
Zhang et al. (2003) compared their numerical predictions of the f
Fanning friction factor and j Colburn factor with experimental
investigations in the range of 10 6 Re 6 1500 and according to
the authors, the numerical and experimental data are in excellent
agreement. In their study, numerical simulations were carried out
for two sinusoidal geometries in the given Reynolds number range
while experimental tests were performed for similar geometries in
a wider Reynolds range (Re 6 7000). For either j or f in the common
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Nomenclature

A wavy amplitude (m)
Cs Smagorinsky coefficient
Cd dynamic coefficient
cp specific heat (J/kg K)
Dh hydraulic diameter (=2S)
H fin height (m)
hj subgrid scale heat flux
IT thermal turbulent intensity
Iu dynamic turbulent intensity
L wavelength (m)
k0 thermal conductivity of the fluid at inlet condition (W/

m K)
Lx � Ly � Lz computational domain length in x-, y-, z-direction,

respectively, normalized by L
S fin spacing (m)
sij rate of strain tensor
t normalized time
T temperature (K)
u, v, w velocity components normalized by U0

U0 inlet reference velocity (m/s)
us friction velocity normalized by U0

x, y, z non-dimensional co-ordinate normalized by L

Greek symbols
D characteristic grid spacing (=(DxDyDz)1/3)
Dx, Dy, Dz grid spacing in x-, y-, z-directions
k non-dimensional wavelength normalized by L
kci imaginary part of velocity gradient tensor complex

eigenvalue
sij subgrid scale tensor

sw wall shear stress
q0 density at inlet condition (kg/m3)
q fluid density normalized by q0

h normalized temperature (=(T � Tw)/(T0 � Tw))
l0 dynamic viscosity (kg/m s)
ll dynamic viscosity normalized by l0

lt turbulent dynamic viscosity normalized by l0

Dimensionless parameters
a flow cross-section parameter (=S/H)
e spacing ratio (=S/2A)
c waviness parameter (=2A/L)
f Fanning friction factor
j Colburn factor (=Nu/RePr1/3)
Nu Nusselt number
Pr Prandtl number (=l0cp/k0)
Prt turbulent Prandtl number
Re Reynolds number (=q0U0Dh/l0)

Subscripts
0 inlet condition
w referred to wall condition

Superscripts
large-scale component of filtered quantity

^ test filtering with double width filter wider than grid fil-
ter width

� large-scale component of Favre filtered quantity
h i spatial averaging operator
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Reynolds range, the numerical predictions fall within ±8% of the
experimental data and according to Zhang et al. (2003), this amply
validates the numerical modelling and simulation. In addition, the
extrapolated trend of numerical predictions pretty much agrees
more or less with the experimental data. One should nonetheless
underline that under such a wide range of Reynolds number, ef-
fects of turbulence may impact heat and mass transfers. The use
of large-eddy simulations and to some extent direct simulations
is becoming increasingly common in model complex flow geome-
tries. One of the earliest applications to go beyond the horizontally
homogeneous channel case involved modelling turbulence convec-
tive flow over wavy terrain, i.e. over a sinusoidal surface. This re-
search effort was oriented mainly towards atmospheric flows,
and several turbulent simulations addressing the point may be
found in the literature. Direct simulations of channel flow over
wavy surface (Cherukat et al., 1998; De Angelis et al., 1997) have
successfully reproduced many of the laboratory observations for
moderate Reynolds numbers while also providing comprehensive
details on the flow structure. De Angelis et al. (1997) established
a turbulent energy budget from direct simulations that entail a
redistribution of energy moving from streamwise to spanwise
and wall-normal directions; the transfer takes place in a thin layer
close to the boundary downstream from wave troughs. The effect
becomes more pronounced when the amplitude increases and en-
ergy is redistributed primarily into spanwise fluctuations. Henn
and Sykes (1999) proposed detailed comparisons between experi-
mental and numerical results obtained from large-eddy simula-
tion; they also underlined a significant increase of spanwise
fluctuations on the wave up-slope that is linked to temporally per-
sistent vortex-like structures localized near the surface. Calhoun
and Street (2001) analyzed turbulent flow over a wavy surface
and from a vortex identification method streamwise vortices were
found to be locked into a phase relationship with the wavy bound-
ary. Thus, these vortices may be linked to the Görtler instability
mechanism caused by the wavy wall. Tseng and Ferziger (2004)
have recently followed the development of these Görtler vortices
by using an efficient immersed boundary method to simulate tur-
bulent flow over a wavy channel. Large-eddy simulation facilitates
depiction of vortices and, more specifically, of Görtler structures
that are formed by a sequential vortex reconnection process and
broken down on account of vortex separation. According to Saric
and Benmalek (1991), the spatial evolution of Görtler vortex in-
volves not only a single instability mechanism but also secondary
instability, initial condition, local topography effect, open convec-
tive flow, etc. These interactions cannot be addressed correctly
by the local analysis and linear stability theory. Thus, the formation
of Görtler vortices significantly depends on the stabilization/desta-
bilization effects on the convex/concave portion of the wavy sur-
face. To authors’ knowledge, the convective instability that
develops in a sinusoidal channel has not yet been addressed except
as regards a symmetric sinusoidal channel (Blancher et al., 1998;
Blancher et al., 2004). Results clearly showed that unsteady fully
developed flow in periodic section geometry needs to be carried
out in domains consisting of several periodicity lengths differing
from what is generally done. Nishimura and Matsume (1998) con-
ducted experiments and numerical analysis to study the effect of
frequency of fluid oscillation on the dynamical behaviour of vorti-
ces on two different wavy walled channels for pulsatile flow. They
clearly demonstrated that an optimum frequency produces opti-
mal heat and mass transfer ratio at low Reynolds numbers. Consid-
ering heat and mass transfer, it is helpful to quote Choi and Suzuki
(2005), who investigated from LES numerical investigation turbu-
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lent flows; they studied heat transfer in a channel with only one
wavy wall and paid specific attention to the effect of the near-wall
streamwise vortices on the turbulent thermal fields. Niceno and
Nobile (2001) conducted numerical analysis that clearly high-
lighted the fact that wavy channels are effective geometries
enhancing heat transfer in unsteady regimes.

Our research provides a complementary outlook on the flow
field that develops in a wavy channel. We initially decided to ad-
dress heat and mass transfer efficiency for a wide range of Rey-
nolds numbers (750 6 Re 6 4500) in order to shed light on the
flow field behaviour that develops under turbulent regime. To de-
pict transition process from laminar to turbulence, several sinusoi-
dal wavy periods have been taken into account. A quantitative
validation proved necessary and was carried out as in Zhang et
al. (2003), i.e. by comparing numerical predictions of j and f coeffi-
cients with available experimental results. One key point of our
analysis is to identify structures and to discuss the influence of a
sinusoidal top wall presence on turbulent transfers; in fact, as
underlined above, there have been many studies dedicated to tur-
bulence analysis of a free flow over a wavy surface but not nearly
as many in a wavy channel. Influence of channel spacing, i.e. influ-
ence of e channel spacing ratio, is also considered for a turbulent
flow field regime.

2. Numerical method and model description

2.1. Governing equations and large-eddy simulation

In large-eddy simulation, each variable f is split into a large
anisotropic scale ~f , which is computed, and a small-scale compo-
nent ~f 0. In order to take into account the change of density, a
density-weighted Favre average is applied as ~f ¼ eqf =�q. The flow
is governed by the three-dimensional time-dependent Navier–
Stokes equations for a low-Mach number weakly compressible
formulation:

o�q
ot
þ o

oxj
ð�q~ujÞ ¼ 0 ð1Þ

o~ui

ot
þ ~uj

o~ui

oxj
¼ � o�p

�qoxi
þ 1

�qRe
o~sij

oxj
þ Fi ð2Þ

o~h
ot
þ ~uj

o~h
oxj
¼ o~hj

�qoxj
þ U ð3Þ

where all the variables are non-dimensionalized by a characteristic
distance representing the wavelength (L), inlet characteristic veloc-
ity (U0) and inlet dynamic pressure ðq0U2

0Þ. Fi and U are, respectively,
momentum and energy term sources and would be defined herein-
after (see Eqs. (11) and (12)). Normalized temperature h is equal to
h ¼ T�Tw

T0�Tw
, where T0 denotes the inlet temperature of fluid and is set

equal to 373 K while Tw the fin wall temperature is equal to 293 K.
The reference thermodynamic and transport properties of the fluid,
such as reference density (q0), viscosity (l0) and conductivity (k0),
are also assumed to remain at a constant level and are evaluated
at inlet conditions.

In this low-Mach number formulation, acoustic wave propaga-
tion is ignored and pressure field correspond to a hydrodynamic
component ~pðx; tÞ. Fluid density is derived from the ideal gas equa-
tion state. The dimensionless parameters are the Reynolds and Pra-
ndtl numbers, which are defined as Re = q0U0Dh/l0 and Pr = l0cp/k0,
where cp is the specific heat of the fluid and Dh is the hydraulic
diameter. Under the range of temperatures studied, one may con-
sider the Prandtl number as a constant equal to 0.71 corresponding
to that of air while inlet velocity magnitude is considered as a var-
iable so as to regulate the Re Reynolds number from 750 to 4500.
However, dependency of the molecular viscosity and temperature
was taken into account by the Sutherland law. The total stresses
are ~sij ¼ 2ðll þ ReltÞ~sij, where the ~sij strain-rate tensor is:

~sij ¼
1
2

o~ui

oxj
þ o~uj

oxi

� �
� 1
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dij
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oxk
ð4Þ

Similarly, the total heat flux may be written as

~hj ¼
1
Re

ll

Pr
þ lt

Prt

� �
o~h
oxj

ð5Þ

In this LES formulation, the subgrid scale viscosity is correlated with
the deformation of the resolved velocity field as

lt ¼ �qðCsDÞ2j~sj ¼ �qðCsDÞ2ð2~sij~sijÞ1=2 ð6Þ

with D = (DxDyDz)1/3. In the present study, the Smagorinsky coeffi-
cient Cs ¼

ffiffiffiffiffiffi
Cd
p

, which was estimated through a dynamic model
(Germano et al., 1991), is time and space-dependent. To do so, an-
other filtering procedure is introduced and is mathematically repre-
sented by a hat ðf̂ Þ. After which, an accurate calculable relationship
between the subgrid scale stress tensors at the two different filter
widths enables an observer one to dynamically estimate the Smago-
rinsky coefficient:

Cs ¼
ffiffiffiffiffiffi
Cd

p
with Cd ¼ �

Ld
ijMij

MijMij
ð7Þ

where the second-order tensors Lij and Mij are given as follows:

Lij ¼ �qd~ui~uj � �̂q~̂ui ~̂uj

Mij ¼ ðaij � b̂ijÞ

)
ð8Þ

with: bij ¼ 2�qD2j~sj~sij; aij ¼ 2�̂qD̂2 ĵ~sĵ~sij and Ld
ij ¼ Lij � 1

3 dijLkk ¼
�Cdaij þ dCdbij .

However, the mathematical procedures to determine Cd may
generate non-physical values (zero even negative) in areas such
as wall vicinity and laminar/turbulent transition. These negative
values may introduce undesirable numerical instabilities. In order
to enhance the numerical stability of the model, attention must be
paid to some specific points. One should first use the averaged Cd in
a direction homogeneous to the flow (Germano et al., 1991) when
the latter is clearly identified. However, it is easier to limit the Cd

level to a predetermined range (Zang et al., 1993). Actually, in com-
plex geometries such as the one studied, no homogeneous direc-
tions are enhanced and it is preferable to bound the dynamic
coefficient (Conway et al., 2000). In the present simulation, Cs is
clipped between 0 and 0.21. A posteriori check underlined than
around 60% of Cs coefficient estimation fall within the prescribed
range and Pham et al. (2008) recently emphasized that dynamic
modelling improve overall friction estimation.

A similar approach was applied to estimate Prt turbulent
Prandtl number. The thermal-dynamic coupling is taken into ac-
count throughout a similar dynamic procedure in order to estimate
the Prt turbulent Prandtl number:

Prtðx; tÞ ¼ �Cd
Q jQ j

PjQ j
ð9Þ

with Pj ¼ d�q~uj
~h � �̂q~̂uj

~̂h and Qj ¼ 2�̂qD̂2 ĵ~sj o
~̂h

oxj
�

d
2�qD2j~sj o

~h
oxj

ð10Þ

The procedure for dynamically estimating Prt is similar to the one
applied by Zhang and Chen (2000).

The governing equations are discretized on a staggered grid in
Cartesian coordinates with a second-order accurate finite differ-
ence scheme in space. Time advancement is carried out using a
Mac-Cormack scheme with predictor–corrector steps. A projection
method (Najm et al., 1998) is used to decouple momentum,
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continuity and energy equations, while the resulting Poisson equa-
tion for pressure is solved by spectral method in parallel multipro-
cessors (Pham et al., 2007). A more detailed description of the
numerical procedure is given in Pham et al. (2003).

2.2. Treatment of boundary using immersed boundary method

In order to consider wavy walls, we have developed an im-
mersed boundary technique similar to the one proposed by Yang
and Balaras (2006). Their method is based mainly on a direct forc-
ing point analysis. In fact, Eulerian grid on Cartesian coordinates is
used for numerical simulations, and in order to represent the com-
plex rigid boundary, a Fi forcing point term is implicitly added to
the momentum equations implicitly through the forcing point cells
(Balaras, 2004). In this case, forcing is considered in the framework
of the discretized equations and is explicitly defined so as to en-
force the appropriate boundary conditions. As a result, a complex
domain such as wavy channels can be simulated through this tech-
nique on a Cartesian regular grid. Thus, Fi is correct when location
of unknowns coincides with the immersed boundary, but this is
rarely the case for complex geometries. In order to estimate the
corresponding Fi forcing points as a general rule, several tech-
niques exist, and they may be divided into two groups. In the first
one forcing points are defined in the vicinity of the immersed
boundary while the second is built around a local reconstruction
of the solution based on the boundary value. In fact, the original
Peskin’s method (Peskin, 1972; Peskin, 1977) which substitutes a
discrete Dirac d function in Eq. (2) belongs to the first category.
This first technique has been widely used in biomedical domain
2AS
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Fig. 1. (a) Example of 2D arrangement of flow variables on the staggered grid. (b) Schema
– filled symbols correspond to forcing points.
and found to be robust. Lai and Peskin (2000) developed it on for-
mal second-order accuracy. On the other hand, local reconstruction
schemes have been found to be more flexible (Fadlun et al., 2000;
Udaykumar et al., 2001) and can ensure high degrees of accuracy.
Several variations involving this technique have been recently
and successfully carried out (Yang and Balaras, 2006; Tseng and
Ferziger, 2003) while the highly popular reconstruction ghost-cell
technique has been used for various geometries included flow over
a wavy surface; comparisons with body-fitted technique
emphasize the particularly high potential of immersed boundary
methods. However, the ghost-cell method is not easy to develop
when dealing with moving boundary problems. Yang and Balaras
(2006) proposed a similar local reconstruction but instead of
applying conditions on ghost-cells, they favoured direct enforce-
ment on fluid flow points, and this technique was found to be more
robust and accurate for a higher-order scheme. The present work is
based on the latter when simulating turbulent and heat transfers
occurring in a wavy channel. In fact, we have extended the Yang
and Balaras method to tackle heat transfer and an energy equation
has been introduced.

In order to simulate wavy wall channels, an immersed bound-
ary technique with forcing point reconstruction was developed,
and its main features are detailed hereinafter. First a Cartesian
mesh was considered and mesh points split into three different
categories: (a) forcing points, which correspond to fluid points that
have at least one neighbouring point in the solid phase, (b) solid
points and (c) the remaining points that correspond to fluid points
(see Fig. 1a). Since we employed a staggered grid location, forcing
points are found to be different for each velocity components and
yL
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Table 1
Configurations of simulations and grid parameters

Case e = S/2A c = 2A/L a = S/H Lx � Ly � Lz Nx � Ny � Nz

1 1.0 0.2 0 8.0 � 0.4 � 0.3 2048 � 320 � 64
1-M2 1.0 0.2 0 8.0 � 0.4 � 0.3 1536 � 240 � 48
2 0.803 0.267 0.637 8.0 � 0.43 � 0.26 2048 � 320 � 64
3 0.4 0.2 0 8.0 � 0.28 � 0.3 2048 � 320 � 64
4 0.6 0.2 0 8.0 � 0.32 � 0.3 2048 � 320 � 64
5 1.4 0.2 0 8.0 � 0.48 � 0.3 2048 � 320 � 64
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temperature. Considering the fact that wall temperature is as-
sumed to remain at a constant level, Dirichlet conditions were ap-
plied on every forcing point, i.e. all along the immersed boundary
interface that corresponds to the wavy wall. For instance, for the
momentum equation, the magnitude of the forcing point Fk

i is en-
forced from Eq. (2) for each step in the predictor–corrector Mac-
Cormack scheme is:

Fk
i ¼

us � ~uk
i

Dt
� RHSk

i ð11Þ

where RHSk
i contains convective, viscous and pressure gradient

terms. Since most of the forcing points do not coincide with the im-
mersed boundary interface, velocities and temperature had to be
reconstructed and a quadric interpolation procedure (Tseng and
Ferziger, 2003) involving points from fluid phase was carried out.
This second-order interpolation is meant to preserve the scheme’s
accuracy. Similarly to velocity component treatment, an immersed
boundary treatment is provided for the energy equation and the
forcing energy term is added in the temperature Eq. (3):

Uk ¼ hs � ~hk

Dt
� RHSk

h ð12Þ

where RHSk
h contains convective and diffusive temperature terms.

In Eq. (12), ~hk (or hs) refers to the forcing location temperature help-
ing to ensure the desired boundary condition. As for velocity com-
ponents, most of the forcing temperature points do not coincide
with the immersed boundary; an interpolation operator is conse-
quently required and the technique of reconstruction used for
velocity is also applied to preserve the same order of accuracy in
the whole computational domain. The interpolation procedure is a
single-step process that involves the three fluid points of each forc-
ing point used by Yang and Balaras (2006). The interpolation proce-
dure is a second-order linear interpolation and interpolation
coefficients are estimated in the beginning of the simulation since
we considered non-movable walls.

To model turbulence, large-eddy simulation has been carried
out with a dynamic subgrid model to estimate the coefficients link-
ing subgrid fluxes to resolved quantities. However, estimation of
the Cs momentum coefficient and Prt subgrid Prandtl number at
forcing points is by no means straightforward; evaluation of all
the necessary test-filtered quantities, in the vicinity of the im-
mersed boundary may include points within the solid and can lead
to errors near the immersed boundary. To avoid complex modifica-
tion of the filtering operators at these points and in order to esti-
mate the quantities, a reconstruction procedure was applied for
Cs and Prt. As regards, it is useful for wavy channels to access to
wall quantities such as shear stress, wall friction and wall heat flux
at the surface of the immersed boundary. In our estimation, a sim-
ilar reconstruction method applied to velocity, pressure and tem-
perature is introduced at surface control points. Concerning the
pressure, the interpolation procedure renders it possible to force
zero normal pressure gradients along the wavy walls.

2.3. Computational domain and mesh grid influence

The basic flow geometry is illustrated in Fig. 1b and all the con-
figurations studied are summarized in Table 1. The computational
domain is a Lx � Ly � Lz box that fully integrates the wavy channel
to study; the flow is assumed to enter into the wavy wall channel
bounded by the two wavy surfaces considered as immersed
boundaries. All mesh nodes outside these wavy surfaces are con-
sidered as embedded in the solid phase and consequently not ta-
ken into account. At inlet, constant velocity and temperature
profiles are imposed in the streamwise direction while 2% white
noise perturbation is applied on the velocity field. The outlet
boundary conditions are considered thermally and dynamically
as passive flow. The form of this condition was deduced by solving
balance equations including convective and diffusive terms as well
(Pham et al., 2006). Concerning lateral boundary conditions, a no-
slip condition is imposed all along the two wavy walls by forcing
all velocity components equal to zero through the reconstruction
technique along the immersed boundary surfaces as just described.
In addition, temperature along the wavy surface is assumed to re-
main at a constant level of 293 K throughout reconstruction tech-
nique. As concerns the transversal direction (z), periodic boundary
conditions are applied. In the lengthwise direction, no periodic
conditions were applied and eight wavy periods were simulated.
This allows one to take into account not only the turbulent region
but also the laminar steady and unsteady ones as well as transition
towards turbulence (Blancher et al., 2004; Tafti et al., 2000). We
extended up to 16 wavy periods for case 1 (not shown) in order
to confirm flow field development especially in the turbulent re-
gion and all the trends obtained for eight wavy periods were con-
firmed with the 16 wavy period case.

All dimensions of the simulated cases and grid resolutions are
listed on Table 1. The grid mesh dependency is naturally a key
point and specific attention was paid to such point (Pham et al.,
2003; Pham et al., 2008). To highlight that purpose, two grid mesh
resolutions were studied (cases 1 and 1-M2). While the finer grid
presents yþ ¼ qusy

l of the order of magnitude 1.2 with more than five
points within y+ < 10, only two points are within that range. As a
consequence, it was found that the f friction coefficient was better
predicted with the finer mesh grid. For Re = 3000, the difference
between numerical and experimental data was found to be equal
to 4% and 8% for the finer and coarser grid, respectively. Such
observation corroborates what Hanjalic (2004) recently put for-
ward, i.e. LES technique is severely constrained by the near-wall
resolution requirement especially when wall phenomena such as
friction and heat transfer are placed into focus.

All the data shown hereinafter were obtained with the finest
grid mesh resolution, i.e. simulations were conducted on a
2048 � 320 � 64 mesh grid. The non-dimensional time between
each time step was programmed to set the Courant number at less
than 0.3. Our numerical model was implemented on an IBM cluster
machine and computations were performed on 16 parallel proces-
sors. Characteristic CPU time on that machine for one run is equal
to approximately 3200 h per configuration.

3. Results and discussion

3.1. Global flow characterization

We began by studying a wavy channel geometry characterized
by a e spacing ratio and c waviness aspect ratio of 1.0 and 0.2,
respectively. To depict flow field behaviour that takes place in a
wavy channel, it is interesting to identify the existence and behav-
iour of structures that develop all along the channel. One should
initially recall the fact that several experimental analyses have
already been conducted to investigate the flow regime in wavy
channels. Among these works, Rush et al. (1999) analysed 12–14
periods in detail and took into account the influence of wavy
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channel amplitude, spacing ratio and phase angle between the two
wavy walls. With an experimental technique, Rush et al. managed
to identify the passage from laminar to unsteady laminar by paying
close attention to the onset of macroscopic mixing. Since their
experiments were limited to a Reynolds number lower that
Re = 1000, transition from unsteady laminar to turbulence did not
occur. In addition, one should remind that from an experimental
point of view 3D behaviour identification is not an easy task. As
we endeavoured to numerically detect instability growth and tran-
Fig. 2. 3D iso-surface distribution of k2
ci with
sition mechanism from laminar to turbulence, we initially selected
a way of identifying these structures. A number of techniques for
the identification of vortices have been put forward, and they are
mainly derived from either on local clustering of vortex lines
(Kim et al., 1987), or from elongated regions of low-pressure re-
gions with velocity tensor complex eigenvalues (Chong et al.,
1990) or else from the second invariant of the velocity gradient
tensor (Hunt et al., 1988). All of the methods listed above are
powerful in capturing signatures of the vortex and have proven
regard to different Reynolds numbers.
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successful in flow situations. On this subject, we follow Chong et al.
(1990) in their general classification of the three-dimensional
velocity field around a critical point. Then, when visualizing vorti-
ces, we refer to the imaginary part of the complex eigenvalue of the
velocity gradient tensor. This method of vortex tracking was ap-
plied to our numerical data for different Reynolds number levels
(Fig. 2). In fact, Fig. 2 shows pseudo three-dimensional iso-
contours corresponding to 5% of the maximum value of the square
imaginary part of the complex eigenvalue ðk2

ciÞ. At first glance, the
vortex structures developed in the wavy channel flow are signifi-
cantly dependent on the Reynolds number and wavy period con-
sidered. For Re = 750, several vortex topologies have been
identified; two-dimensional vortex tubes (A1) first developed
along wavy period 6 and it clearly demonstrates that the flow field
becomes unsteady from that location; note that upstream from
wavy period 6, no structures are generated and the flow remains
steady. These 2D connected tubes develop in the wake of crest
(trough) for the lower (upper) wavy wall and during their convec-
tion, structures are more or less stretched out, resulting in the
structure topology A2: structures in the wake of the crest (trough)
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Fig. 3. Non-dimensional streamwise velocity profiles at crests along the lengthwis
are still connected in the spanwise direction but the tube is signif-
icantly distorted from wavy period 7. As expected structures iden-
tified along the next wavy period are profoundly altered and
mainly three-dimensionally organized. As clearly identified along
wavy period 8 (Fig. 2), structure development becomes strongly
elongated in the lengthwise direction (A3) favouring three-dimen-
sional structures. This process seems to indicate the start of the
transition process from laminar unsteady to more turbulent behav-
iour. Note that spectral analyses (not shown) do not reveal any
well-known �5/3 power-law distribution underlining the fact that
turbulence is not yet achieved at that Reynolds number. For
Re = 1500, this process seems to occur sooner spatially. In fact,
along wavy period 3, shear along the crest (trough) along the lower
(upper) wavy wall is so strong that no 2D connected tubes are
identified and on the contrary, only very thin regions of k2

ci are peri-
odically identified (B1). The rapid growth of instability is highly
apparent, and along wavy period 4, distorted 2D vortex tubes are
detected (B2) but the latter transit towards elongated tubes in a
lengthwise direction similar to that observed in the transition pro-
cess depicted for Re = 750. In addition, wavy periods 4 and 5 reveal
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a large concentration of vortices mainly organized as elongated
vortex tubes in the lengthwise more or less interlaced in the rear
part of wavy period 5; these elongated vortex tubes seem literally
to have been stretched into smaller and disconnected structures
(B4). The process depicted for Re = 1500 is similar to what is ob-
served for Re = 3000 except that these vortex structure develop-
ments arise sooner spatially.

In order to better depict how flow field behaves with regard to
Re Reynolds number, profiles at crest (for the lower wavy wall) of
the mean streamwise velocity for several Re levels are shown in
Fig. 3. As clearly stated in the boundary condition section, each
simulation is conducted with a flat inlet velocity profile, and it is
obvious that the first wavy period passage strongly alters the
velocity flow field. As we compared velocity at crest, maximum
velocity amplitude is detected in the lower part of the wavy chan-
nel while low velocity amplitude and even negative levels are de-
tected in the upper part of the channel. At first glance, velocity
profiles converge towards a similar shape along the lengthwise
whatever the Re level but the length required to achieve it is nat-
urally linked to Re; the higher Re, the less the length. In fact, one
may consider self-similarity as pretty much achieved at x � 6.5,
5.5 and 3.5 for Re = 750, 1500 and 3000, respectively. Note that
for higher Reynolds numbers, i.e. for Re = 4500, self-similarity is
reached at x = 3.5 as well. Naturally, such an observation was to
be expected, since we had identified vortices and coherent struc-
tures along the wavy channel (Fig. 2). Furthermore, it is necessary
to underline that self-similarity velocity profiles reveal shapes that
are linked to Re. For Re = 750, velocity profiles are not fully similar
at x = 6.5 and 7.5 but both of these profiles are mainly character-
ized by an increase up to y/S � 0.2. For 0.2 6 y/S 60.7, the velocity
goes down almost linearly and in the upper part of the channel, the
decrease is much more strongly accentuated due to the non-slip
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Fig. 4. Iu and IT cross-section and time-averaged dynamic and thermal turbu
condition at y/S = 1.0. However, for higher Re levels, velocity gradi-
ents close to the walls are naturally higher and profiles evolve for
Re = 1500 and even 3000. The flow regime appears to be fully
established and self-similarity occurs. For this Reynolds range,
velocity profile shape is mainly characterized by significant gradi-
ents above the lower wavy wall and maximum velocity amplitude
is reached very close to the wavy wall; then velocity evolves al-
most linearly to abruptly drop to zero in the vicinity of the upper
wall. As did Henn and Sykes (1999), we normalized velocity ampli-
tude with us friction velocity and plotted the data with regard to y+

(not shown) and it was found that the first velocity node calculated
was at worse at y+ = 1.2, i.e. that confirms at posteriori the ability of
the mesh grid to deal with turbulent boundary layer.

To study flow field fluctuating activity, we have followed the
modification in the turbulent dynamic and thermal intensity that

are defined as Iu ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u02 þ v02 þw02

p
and It ¼

ffiffiffiffiffiffi
h02

q
=�h, respectively.

Fig. 4 shows the change of Iu and IT cross-section average turbulent
intensities with regard to the x lengthwise location. The changes of
Iu and IT along the wavy periods are shown in Fig. 4 for the four
Reynolds numbers and it is strikingly interesting to note similari-
ties in the behaviour for the two highest Reynolds number shown
(i.e. for Re = 3000 and 4500). Actually, Iu levels are initially close to
zero in the first two periods while an abrupt increase at the end of
period 2 and at the beginning of period 3 occurs and a maximum
peak is reached at x = 2.4 and 2.8 for Re = 4500 and 3000, respec-
tively. The maximum reached is higher than 60% for both Re values.
As soon as this happens, the amplitude of Iu decreases asymptoti-
cally and converge towards a constant level close to approximately
30%; even if Iu evolves here and there from that constant along the
wavy channel, one may conclude that no significant change occurs
at these two Reynolds numbers. Taking into account the structure
4.0 6.0 8.0
x

4.0 6.0 8.0
x

Re = 750
Re = 1500
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Re = 4500

lent intensities change with regard to x for different Reynolds numbers.
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identification part, the Iu peak is identified in a region where un-
steady development occurs, more specifically where 2D tubes as
well as 3D structures arise. In addition, the development of the
smallest 3D complex structures directly corresponds to the region
where Iu reaches its constant level of 30%. Everything occurs as if it
corresponds to the transition mechanisms and once Iu remains at a
constant level, this indicates that flow field is turbulent. Actually,
in order to determine whether or not the flow is turbulent, we have
analyzed the density spectral power (not shown) of the velocity
fluctuations for Re = 3000 and 4500, and the well-known �5/3
power-law is clearly present for x P 5.0. As shown in IT distribu-
tion (Fig. 4), its evolution with regard to x lengthwise location is
similar to that observed for Iu, i.e. increase from x � 2.0 to reach
a maximum IT turbulent thermal intensity while up to that maxi-
mum, IT asymptotically tends to a constant level close to 16%.
For Re = 1500, this typical shape is likewise observed and an in-
crease of Iu and IT occur close to x � 4.0. Thus, while an almost con-
stant level is reached for x P 6.0 for IT, significant changes are still
detected for Iu. As no clear �5/3 power-law in the fluctuating field
may be detected, we speculate that at Re = 1500, the flow field is
mainly unsteady but turbulence is not established. However, under
these conditions, a transition may occur and in order to check it,
one should first enlarge the computational domain. Concerning IT

and Iu for the lowest Reynolds number shown, significant decrease
in the fluctuating fields occurs; no clear maximum is observed and
the turbulent fluctuating intensities vary widely. So as to deter-
mine whether or not under this condition the flow remains lami-
nar, specific calculations should be undertaken even though as
put forward by Rush et al. (1999), structures that develop for low
Reynolds numbers cannot be assimilated to a transition process
from laminar to turbulence but rather as ‘‘mixing onset jump” from
one wavelength to another one which does not necessarily imply
turbulence. In addition, from Rush et al.’s experimental data, criti-
cal Reynolds number from laminar to laminar unsteady was found
to vary from 200 to 800 but the critical number is naturally
strongly linked to the geometrical configuration. We speculate that
Re = 750 is below the critical Reynolds number, i.e. flow does not
transit to turbulence. Precise determination of critical Reynolds
for the case studied is obviously a worthwhile objective but does
not correspond to our main goals. We have rather decided to con-
tinue to detail heat and mass transfer for the given Re Reynolds
numbers.

One should nonetheless not forget that all the mechanisms
identified above have a dramatic impact on the heat transfer effi-
ciencies. In addition, even if large-eddy simulation was found to
be an accurate method to depict flow field over a wavy surface, val-
idation is always required. So, as did Zhang et al. (2003), the
numerical validation was conducted by directly comparing exper-
imental and numerical f Fanning factor and j Colburn factor
changes with Re. To do so, we first estimate these two factors along
each period that constitutes the whole wavy channel. f Fanning
factor is obtained from:

f ¼ �dp
dx

Dh

2qU2 ð13Þ

while a thermal balance is applied on each wavy period to estimate
Nu Nusselt number defined as

Nu ¼
_mcpðTm;o � Tm;iÞDh

kAhDTm
ð14Þ

where the mean temperature may be defined as

Tm ¼
R

Tðy; zÞudydzR
udydz

ð15Þ

and the log-mean temperature difference DTm may be defined
as
DTm ¼
ðTw � Tm;oÞ � ðTw � Tm;iÞ

ln½ðTw � Tm;oÞ=ðTw � Tm;iÞ�
ð16Þ

Thermal heat transfer was characterized by the j Colburn factor
(j = Nu/RePr1/3).

Fig. 5 shows the change of f Fanning factor and j Colburn factor
computed for each wavy period along the streamwise direction.
Actually, in line with what we stated above, it is obvious that the
j and f changes are intimately linked to several flow field behaviors
occurring along the wavy channel. In the first wavy periods where
flow field is laminar, f presents high levels for a low heat transfer
exchange. Actually, in the first two wavy periods, the first four
and even six for Re P 3000, Re = 1500 and 750, respectively, flow
field behaves as steady and the two j and f parameters do not
markedly evolve. This is no longer true anymore as soon as
unsteadiness develops. For the highest Reynolds studied (i.e. for
Re = 3000 and 4500), j is increased by a factor of 2 evolving from
0.006 in the first two periods to 0.012 in the transition region
(n = 3). At the same time, f is reduced resulting in local improve-
ment of the j/f efficiency. Note that significant variations in j and
f levels from one period to the other in that region are exhibited
and that even if they are not particularly pronounced, they still ex-
ist in the turbulent region or the unsteady region. For the highest
Re Reynolds number shown of which turbulent region is clearly
identified, j and f remain at almost constant levels even if some
slight variations from one wavy period to the other may occasion-
ally be noticed. We improved the temporal integration by a factor
of 1.5 but these variations still remained. From our point of view,
they due simply to the fact that the whole flow field continuously
evolves along the wavy channels. In the turbulent region, the heat
transfer coefficient is about two times higher than levels reached in
the steady region; concerning the f Fanning coefficient, a decrease
of the latter by a factor of 2 is also detected; consequently, overall
j/f efficiency is about four times higher in the turbulent than in the
steady region. It is also interesting to underline that j is strongly
enhanced for low Re numbers and that maximum levels reach up
to 0.03, i.e. that is to say up to 2.5 times higher than levels reached
for Re P 3000. At the same time, f reaches similar levels for lower
Reynolds numbers than for Re P 3000, thereby highlighting the
potentiality of heat and mass transfer in that Reynolds range.

In order to validate our numerical simulations, we decided to
take into account the geometrical configuration experimentally
and numerically studied by Zhang et al. (2003). It is characterized
by a, c and e parameters equal to 0.637, 0.267 and 0.803, respec-
tively. Our numerical simulations were carried out on a similar grid
mesh resolution similar to that used for the three Reynolds num-
bers (Re = 1500, 3000 and 4500); further numerical details are
listed in Table 1. Note that contrarily to most of the simulations
shown in the literature, our validation simulations took into ac-
count a finite channel height in order to fully simulate the geome-
try proposed by Zhang et al. (2003). Our numerical results for the
average heat and friction coefficients are shown in Fig. 6, in which
the variations in j and f with Re are plotted. We also included
numerical and experimental data extracted from Zhang et al.
(2003); as stated by the authors, an extrapolation of numerical pre-
dictions was useful in comparison with experimental data because
the Reynolds ranges were different; Zhang et al. numerical simula-
tions were limited to Re 6 1500 while their experience was con-
ducted in the range of 1000 6 Re 6 7000. So, as can be clearly
observed in Fig. 6, we computed the Zhang et al. configuration
for three Reynolds numbers that fall within the experimental
range. From the data shown, it is obvious that the heat transfer
coefficient is perfectly estimated and fit the experimental data.
Whatever the Re level, the difference between prediction and
experimental data was at worse lower than 4%. On the other hand,
agreement in the f factor is not as satisfactory; the differences
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between prediction and experiments increase with Re and are
found to be equal to 2%, 8% and 14% for Re = 1500, 3000 and
4500. From our point of view, numerical predictions were accurate
enough to allow us to affirm that our numerical simulations are
validated.

3.2. Influence of e channel spacing ratio

The influence of sinusoidal wavy surface plate-fin geometry and
especially the channel spacing ratio was numerically investigated.
As underlined in the introduction, several numerical analyses were
conducted on the turbulent flow structure development on wavy
surfaces, and one of our objectives is to shed light on the wavy
top wall influence on the whole flow field behaviour. Fig. 7 shows
the y/S lateral profiles of the normalized longitudinal velocity com-
ponent for three different e spacing ratio along wavelengths 5, 6
and 7; these wavelengths were selected because turbulent flow
field was fully established whatever e studied at Re Reynolds num-
ber of 3000. Table 1 lists the complete characteristics of the differ-
ent numerical cases studied. Location of transition from laminar to
turbulence was performed similarly to the previous part, i.e. by
simultaneously analyzing the longitudinal change of turbulent
intensities as well as three-dimensional turbulent structure behav-
iour. Transition was found to occur (not shown) from wavelength 3
for e = 1.4, 1.0 and 0.6. Eight profile locations are shown from crest
to crest. As can be clearly observed at first wave crest (x/k = 0),
velocity profiles reveal a maximum just above the crest for
e = 1.0 and 1.4; once this maximum is reached, the velocity first de-
creases slowly with the increase of y/S up to y/S = 0.5 while above
that position, the longitudinal velocity decrease is much more pro-
nounced. This trend is similarly observed for e = 1.0 the maximum
peak is more highly located in the channel and smaller in ampli-
tude. However, the changes with regard to e are much more signif-
icant for e = 0.6 for which the velocity profile at x/k = 0 is almost flat
in most of the channel height, i.e. 0.15 6 y/S 6 0.9; in fact, there is a
slight decrease in this region which is quite linear from the bottom
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to the upper wall. Between the crest and the trough, average veloc-
ity profiles drastically evolve especially for e = 1.0 and 1.4. The
maximum longitudinal velocity is always detected at least for
e = 1.4 but the latter has shifted from the lower to the upper part
of the channel. This shift is then completed at the trough where
the velocity profile is symmetrically similar to the one observed
at the downstream crest. While these changes are remarkably pro-
nounced for e = 1.0 and 1.4, those along the wavelength for e = 0.6
are smoother but still exist with a similar shift of the maximum
velocity level from the bottom to the top of the channel. From aver-
age velocity profiles, it appears clearly evident that the smaller e,
the more flow field is longitudinally oriented, i.e. velocity profiles
are smoother. Considering velocity gradients, significant shear is
induced very close to the walls and there exist regions, as depicted
above, where shear develops in the main flow field as well. In addi-
tion, there are some regions with negative longitudinal velocities,
i.e. reverse flow occurs. Actually this reverse flow field behaviour
is mainly observed at down-slope (i.e. up-slope) locations for lower
(i.e. upper) walls for e = 1.4 and to some extent for e = 1.0. To high-
light the development of reverse flow, one simply needs to follow
velocity profiles between x/k = 0.2 and 0.4 for e = 1.4; along this
spatial area close to the lower wall, longitudinal velocities are neg-
atives. Numerical results indicate that the reattachment point is
somewhat further downstream from x/k = 0.7, i.e. along the up-
slope wall.

To analyse the influence of e on flow field behaviour, we may
study higher-order statistics by following first the Iu turbulent
velocity intensity. Iu turbulent intensity profiles have been plotted
in Fig. 8 at similar locations similar to those used for longitudinal
velocity profiles in the last figure. At first glance and for
Re = 3000, turbulent activity is directly influenced by the e spacing
ratio and the higher e the higher are Iu levels. To go into detail, Iu

profile at crest (i.e. x/k = 0.0) for e = 1.4 reaches turbulent levels
higher than 50% for y/S � 0.7, i.e. in the upper channel part where
average velocity is significantly sheared as just shown before. In
the lower part of the channel, Iu remains an almost constant level
describing a plateau of constant level equal to 30%. To correlate Iu

and longitudinal velocity profiles at crest, it is obvious that Iu is
more pronounced in the upper part of the channel where signifi-
cant decrease of velocity induces shear that creates turbulence.
Thus, as expected for lower spacing ratio, Iu profiles for e = 1.0
are similar to the one observed for e = 1.4 but turbulent maximum
peak is lower and close to 40% while in the lower part, Iu is lower
than the constant level reached for e = 1.4. While considering Iu dis-
tribution at the crest for e = 0.6, its distribution is smoother than
for the two previous spacing ratio shown and maximum levels
are also significantly reduced, reaching only 25%. To conclude,
average velocity profiles were found to be more homogeneous
with smaller lateral changes providing them with weaker turbu-
lent activity. Along the wavelength, the Iu turbulent intensity pro-
files drastically evolve for e = 1.0 and 1.4 while for e = 0.6, the
changes are not so pronounced. For e = 1.4, the maximum peak de-
tected at the crest is still present at x/k = 0.2 in the upper part of the
channel but a secondary and lower peak develops at y/S � 0.15
approximately. This secondary peak rapidly evolves and becomes
predominant at x/k = 0.4 reaching levels close to 50%; at that loca-
tion, the lower part of the channel corresponds to an area where
maximum turbulent activity occurs while in the upper part, fluctu-
ating activity is strongly reduced but remains at a high level
(�30%). This trend develops up to x/k = 0.7, i.e. along the down-
slope and up to the mid-up-slope as well. This behaviour is like-
wise clearly detected for e = 1.0 and to some extent for e = 0.6;
however, for the smallest spacing ratio studied, it is clear that tur-
bulent intensity is more homogeneous along the channel. Flow is
clearly forced to flap between the upper and the lower wavy-slope,
inducing shear-layer in which complex mechanisms arise. In addi-
tion, the smaller e the more such flapping phenomenon is reduced.
According to Henn and Sykes (1999), flow over a wavy surface is
mainly characterized by a dramatic increase in the lateral velocity
variance in a highly localised area close to the surface on the up-
slope of the wave. On a wavy channel, as can be observed in the
Iu turbulent intensity shown (Fig. 8), it is obvious that a strong in-
crease in turbulent activity in the lower part of the channel occurs
downstream from the trough. However, it is necessary to more clo-
sely analyse the change in the three different fluctuating velocity
components all along the wavy-length period. Fig. 9 shows the
contours of the three

ffiffiffiffiffiffi
u02

p
,

ffiffiffiffiffiffi
v02

p
and

ffiffiffiffiffiffiffi
w02

p
fluctuating velocity

components along wavy period 5 in mid-plane for e = 0.6 and
1.4; there are some strikingly noticeable differences in turbulence
distribution with regard to the spacing ratio.

ffiffiffiffiffiffi
u02

p
increases signif-

icantly on both sides of the trough location along the lower wall,
i.e. 0.4 6 x/k 6 0.8 for e = 1.4 while an increase of

ffiffiffiffiffiffi
u02

p
occurs

downstream from the trough for e = 0.6. The transversal fluctuating
activity mainly develops in the trough along the lower wall and in
the crest along the top wall for e = 1.4 while lateral fluctuating
activity is still significant all along the wave length even if

ffiffiffiffiffiffi
v02

p
in-

creases at crest and trough. Concerning transversal fluctuating
activity,

ffiffiffiffiffiffiffi
w02

p
is significantly amplified along the up-slope (i.e.

the down-slope) for the lower (upper) wall for e = 1.4; this is the
opposite for e = 0.6 where

ffiffiffiffiffiffiffi
w02

p
is amplified downstream from

trough along the lower wall and upstream from trough for the
upper wall. In addition, what surely constitutes one of the most
significant differences between a wavy channel and a flow over a
wavy surface is surely constituted by the

ffiffiffiffiffiffiffi
w02

p
spatial evolution.

As just noted, a wavy surface was found to significantly favour
transversal fluctuating activity, which was the dominant compo-
nent, exceeding even streamwise component fluctuating activity.
In a wavy channel,

ffiffiffiffiffiffiffi
w02

p
is always close or even lower than

ffiffiffiffiffiffi
u02

p
levels reached whatever e. Second, location of

ffiffiffiffiffiffiffi
w02

p
production

also strongly depends on the e spacing ratio.
To qualitatively point out the effect of the channel height on the

flow field, vortex structures were identified by following the
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iso-contour of k2
ci. Fig. 10 shows vortex identification along wave-

lengths 4 and 5 for e = 0.6, 1.0 and 1.4. It is obvious that as ex-
pected, the trough along the lower wall and the crest along the
upper wall are regions of significant vortex production. As vortices
are created on both sides of the wavy walls, interactions between
structures arise. To highlight the point, it is necessary to observe
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structures for e = 1.4 from which the two wavy walls are suffi-
ciently far as to clearly distinguish formation of structures along
upper and lower walls. Structures arising from both top and bot-
tom walls meet somewhat further upstream from the trough,
thereby illustrating the structure interconnection process. This
trend is observed as well for e = 1.0 as well, but narrower wavy
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walls are directly involved in vortex distribution; the structures
appear to be more elongated and stretched for e = 1.0 than those
observed for a higher spacing ratio. This trend is remarkably accen-
tuated for e = 0.6. Along the lower wall, significantly elongated
structures still keep their own identity along the down-slope. For
small e ratio, i.e. for e = 0.6, structure production appears all along
the wavy-length. Everything occurs as if the confinement imposed
by the two wavy walls were reducing breakdown of structures cre-
ated along up-slopes; while increasing velocity gradients all along
the wavy walls, it also favours structure development.

From a more quantitative point of view, turbulent kinetic en-
ergy (TKE) budget was carried out. Resolved TKE q2 is defined as

q2 ¼ 1
2

u00i u00i ð17Þ

where the double-prime quantities represent the difference be-
tween the resolved fluctuating quantity and the time mean of that
quantity. To derive an equation governing hq2i, one simply needs to
subtract the mean momentum equation from its averaged form,
multiply by u00i and average in time. Then, the TKE budget can be
written as
h _q2i ¼ Tm þ P þ T t þ Tsgs þ bþ Dp þ Dv þ ev þ esgs ð18Þ

where the different terms can be defined as

mean velocity transfer Tm ¼ �ujhq2i;j

production P ¼ �hu00i u00j iui;j

turbulent transport Tt ¼ �hu00j q2
;ji

transport by SGS stresses Tsgs ¼ �hu00i siji;j

buoyancy sink b ¼ bghu00i T 00i

pression diffusion Dp ¼ �
1
q
hu00i p00i;i

viscous diffusion Dv ¼ mhq2i;jj

viscous dissipation ev ¼ �mhu00i;ju00i;ji



Fig. 10. 3D iso-surface distribution of k2
ci for Re = 3000 with regard to e spacing ratios along wavy periods 4 and 5.
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SGS dissipation esgs ¼ hu00i;js00iji

From Eq. (18), the balance of TKE requires nine different terms
but it was found that only four of them were significant in the
equation: Tm mean transport term, P production, Tt turbulent trans-
port and ev viscous dissipation terms are the most dominant terms
and their spatial distribution alone is plotted in Fig. 11 for two dif-
ferent spacing ratio (e = 0.6 and 1.4).

Since the gradients of TKE are strong in the vertical direction,
the second term of Eq. (18) is significant. For e = 1.4, i.e. when
the two wavy channels are the most markedly separated, a region
with strong production of TKE develops from the crest of the lower
wall and in its wake, this mainly occurs in the trough (crest) of the



Fig. 11. Contours of the four main components (Tm,P,Tt, ev) of TKE budget along wavy period 5 for e = 0.6 and 1.4.
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lower (upper) wall. That said, the production region is analogously
reported by Calhoun and Street (2001) in their analysis of flow over
a wavy surface. As regards of a wavy channel, production mainly
occurs in the trough and does not undergo much vertical expan-
sion; this is due to the main flow, which is deviated by the upper
wavy wall presence. When the latter is located quite close to the
lower one (e = 0.6), production does not occur in the wake of crests
or troughs but is mainly confined to the down-slope (up-slope)
along the lower (upper) wall. TKE is generated mainly along the
wavy walls while gradients in the main part of the channel are re-
duced except close to the walls by the decrease of e. Tm transport of
TKE is also pronouncedly affected by the e spacing ratio. For e = 0.6,
Tm negative regions are observed along the down-slope (up-slope)
lower (upper) wavy walls, which indicates that mean velocity
transport would tend to decrease TKE. As underlined by Calhoun
and Street, the physical meaning of the sign of Tm is that where
Tm is negative, the mean velocity field tends to bring in fluid with
a lower TKE; where Tm is positive, the mean field brings in high-
TKE fluid. Note that in the case of e = 1.4, negative Tm region is lo-
cated in the wake of crests (troughs) for the lower (upper) wavy
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walls, while positive Tm regions mainly arise in the vicinity of wavy
walls. As concerns Tt turbulent transport of TKE, a central layer of
strong negative transport is bordered above and below by weaker
regions of positive transport in the trough for 0.25 6 x/k 6 0.75 and
even if these distributions are confined to the trough and do not
expand vertically, similar behaviour in the Tt turbulent transport
was underlined in flow over a wavy surface. Once again, the spatial
distribution of Tt turbulent transport for e = 0.6 is significantly
modified, which is also the case with ev viscous dissipation. The lat-
ter is naturally negative over the whole domain but gradients of ev

are weak for e = 0.6 while stronger dissipative regions can easily be
distinguished either in the trough (crest) for lower (upper) wavy
wall. From the TKE balance, the effect of e spacing ratio is clearly
highlighted. As soon as e is great enough, flow field is forced to
be sheared continuously in the wake of crest and troughs empha-
sizing large coherent structures and turbulence production. It con-
sequently favours also convection transport, and turbulent
dissipation as well as viscous dissipation. For a smaller spacing
ratio (e = 0.6), flow nature is also fully turbulent but shear is
produced mainly from the non-slip wall condition and wake
unsteadiness are reduced. As a result, the main components of
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Fig. 12. Time-averaged surface shear stress sw and Nusselt number Nu with regard
to e along wavy period 5.
TKE balance are more homogeneously distributed along the wavy
period. The way turbulence behaves is then strongly affected by
the e spacing ratio. In order to shed light on the effect of e along
one wavy period, sw surface shear stress and the Nu Nusselt num-
ber along one wavy period are plotted in Fig. 12 for several e levels
along the lower wall of wavy period 5 where flow is fully devel-
oped and turbulent. For e = 1.4, a maximum peak of sw is detected
upstream of the crest, which corresponds to flow reattachment on
both sides of the crest while for 0.1 6 x/k 6 0.6, sw values are neg-
atives illustrating the separation of the flow field along the down-
slope wavy wall. Heat transfer is thereby strongly reduced in that
region, with levels lower than 0.01, while for x/k P 0.6, a plateau is
reached at a maximum level of Nu at 0.04. As soon as e is reduced
and under the same Re Reynolds number (Re = 3000), the changes
of both sw and Nu are reduced. For instance a maximum level of sw

is about 0.04 for e = 1.4 while it does not exceed 0.025 for e = 0.6; at
the same time, minima of sw are approximately 0.0 and 0.01 for
e = 1.0 and 0.6, respectively. e spacing ratio has thus great influence
on both sw and Nu by rendering their spatial distribution more
homogeneous as well. In the Nu distribution, while a plateau at
Nu � 0.03 still occurs in the up-slope (x/k P 0.6) for e = 1.0, only
a peak of about Nu = 0.026 approximately arises at x/k � 0.55.
Finally, in order to estimate the overall performance of heat and
mass transfer, we have computed the f Fanning factor and j
Colburn coefficient as well as j/f efficiency factor and their modifi-
cations with regard to e are plotted in Fig. 13. As expected, the
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Fig. 13. Global variations of j heat transfer coefficient, f friction factor and j/f ratio
versus Re Reynolds numbers with regard to e.
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greater e the stronger f. This is due to the fact that large e configu-
ration favours shear-layer development in the wake of crests and
troughs that significantly contributes to friction enhancement. In
fact f is amplified by a factor of 2.2 from e = 0.4 and 1.4 while at
the same time, heat transfer is not amplified quite as much.
Although larger e favours significant spatial variations in Nu, the
average Nu or j remains at an almost constant level or at least is
slightly increased. As a result, the j/f ratio asymptotically decreases
with regard to e varying from almost 0.25 to 0.125 from e = 0.4 to
1.4.
4. Conclusion

Large-eddy simulation was employed to address a major point
in heat transfer by studying fluid flow behaviour in sinusoidal
wavy channels for a wide range of Reynolds number levels, i.e.
from 750 up to 4500. No periodic conditions in the streamwise
direction were applied so as to capture the different flow field re-
gions. Regarding the Re Reynolds levels, a wavy channel character-
ized by e spacing ratio and c waviness aspect ratio of 1.0 and 0.2,
respectively, was more specifically analyzed and with a vortex
structure identification method, it became possible to shed light
on the different flow field behaviors. First and as expected, the
unsteadiness of the flow occurs sooner spatially for large Re levels
while in the whole computational domain, a strong unsteadiness
occurs but no turbulent regime is detected for Re 6 1500. On the
contrary, for higher Re levels the flow turns to turbulence from
wavy period 4. The influence of the e spacing ratio was studied in
order to depict its role in the turbulent development of wavy chan-
nel flows; three different e spacing ratio levels were analyzed for
Re = 3000. It was clearly shown that the smaller e the greater the
flow in the streamwise direction. Results also shed light on the role
of the top wavy wall, which clearly interacts in the turbulence pro-
cess. The confinement imposed by the presence of the top wavy
wall reduces breakdown of structures created along up-slopes
(down-slope) along the lower (upper) wavy wall. The specific vor-
tex shapes are then strongly linked to e. From the balance of turbu-
lent kinetic energy, it was shown that the spacing ratio controls the
production regions of TKE mainly by limiting gradients in the
trough and crest wakes.

Overall heat and mass transfer was also estimated either with
regard to the influence of e and Re. In order to propose a validation
process for our numerical investigation, we simulated an available
experimental set-up and our data were found to fit fairly well with
the experimental data. We computed the f Fanning factor and j
Colburn coefficient and differences were found to be smaller than
4% and 14% for j and f, respectively. By defining overall transfer effi-
ciency from the j/f ratio, the smaller e the better j/f. In fact, while
heat transfer is not significantly improved by a change of e, f fric-
tion is found to be highly sensitive to e; this is due to the fact that
friction arising from shear-layers is limited for smaller e ratios.
Finally, even if the results need to be confronted with numerical is-
sues, namely an extension to the computational domain to expand
the scope of our analysis, j/f best rates were found in unsteady flow
regimes that occur prior to any transition to turbulence. One way
to significantly improve the overall heat and mass transfer would
consist on maintaining such unsteady regime as long as possible
and that is surely a key point needing to be addressed in the near
future.
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